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Convolutional Neural Networks for
Homogeneous Neutrino Detectors




Introduction to CNNs (I)
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Introduction to CNNss (II)

Background: Neural Net

The basic unit of a neural net
1s the perceptron (loosely
based on a real neuron)

Takes 1n a vector of inputs (x).
Commonly inputs are summed  mput Neuron  Activation

: . Sum Output
with weights (w) and offset ()
then run through activation. X+ b Wi-X+b; >0

vT/i-)_c’+b,-<O.




Introduction to CNNss (II)
Perceptron 2D Classification

Imagine using two features to separate cats and dogs

By picking a value for w and b,
domestication we define a boundary
from wikipedia between the two sets of data
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https://en.wikipedia.org/wiki/Perceptron

Introduction to CNNss (II)
Perceptron 2D Classification

Maybe we need to do better: assume new data point
(My friend’s dog — small but not as well behaved)

We can add another perceptron
to help classify better

domestication

from wikipedia


https://en.wikipedia.org/wiki/Perceptron

Introduction to CNNss (II)
Perceptron 2D Classification

Maybe we need to do better: assume new data point
(My friend’s dog — small but not as well behaved)

Output
P
cat

dog

W—

Another layer can classify based on
preceding feature layer output




Introduction to CNNs (I1I)

“Traditional neural net” in HEP
Fully-Connected Multi-Layer Perceptrons
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INnput hidden output
layer,#  layers layer, ¥

A traditional neural network consists of a stack of layers of such
neurons where each neuron 1s fully connected to other neurons of
the neighbor layers



Introduction to CNNs (I1I)

“Traditional neural net” in HEP
Problems with it...

Feed in entire image

Output layer

Input layer ‘ Hidden layer

Xi > i » 7, €—o, Target

Problem: scalability
Use pre-determined features

Hidden layer

Xp ———————» y; ———————P» 7z &—o, Target

Problem: generalization
8



Introduction to CNNs (I1I)

CNN 1ntroduce a limitation by forcing the network to
look at only local, translation invariant features
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neuron Activation of a neuron depends
on the element-wise product of
3D weight tensor with 3D input

feature map data and a bias term

 Translate over 2D space to process the whole input
* Neuron learns translation-invariant features

- Suited for a “/iomogeneouns” detector like LArTPC
* Qutput: a “feature-enhanced” image (feature map)
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Introduction to CNNs (III)
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Toy visualization of the CNN operation
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Introduction to CNNs (III)

Feature Map

>

Toy visualization of the CNN operation
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Introduction to CNNs (I1I)

Introduction to CNNs Feature Maps
N Filters

Image

apply
many filters

Toy visualization of the CNN operation

2



Introduction to CNNs (I1I)

Feature map visualization example
e https://www.youtube.com/watch?v=Agk{lQ41GaM

olbox
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https://www.youtube.com/watch?v=AgkfIQ4IGaM

Convolutional Neural Networks for

Homogeneous Neutrino Detectors
Outline

]1. Introduction: naive words on how CNN works
2. Image analysis applications
3. Summary
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Application of CNNs

e Categorization
- What’s in a picture?
- Particle ID

e Detection

- What in where? (bounding box)
- Find a neutrino

*Semantic Segmentation

- WHAT IN WHERE (pixel level)
- Clustering!

i)



CNN for Image Classification

L

Feature map preserves spatial
information

Down-sampled
Feature Maps
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* Goal: provide a single label for the whole image

e How: transform the higher spatial resolution input
(1.e. 1image) 1nto a vector of image features, ultimately
a 1D array of feature parameters, useful for image

classification
16



CNN for Image Classification
ImageNet Large Scale Visual Recognition Challenge

e« ImageNet holds large image database
R e e TR R S Bl - 14,000,000 pictures 22,000
' categories
pal it < ILSVRC: competition!
1R e ot - 1000 class categorization
55" L snsea” s ! ° | » 1200000 training images
R s A VAT BT ' ® s e » 50000 validation, 100000 testing

ImageNet experiments
152 layers

22 layers 19 layers
6.7 7.3 ,

| ‘ 8 layers 8 layers shallow

|

ILSVRC'15  ILSVRC'14  ILSVRC'14  ILSVRC'13  ILSVRC'12  ILSVRC'11 ILSVRC'10

(ClaSSification) ResNet GoogleNet VGG AlexNet

ImageNet Classification top-5 error (%)

Husky vs. Eskimo Dogs




CNN for Image Classification

Neutrino Event  Appeared, NOVA

ClaSSlfieI' Survived v, arxiv:1604.01
— NC background
. —— Beam v, background
Nova & MicroBooNE

Huge boost to signal efficiency
for oscillation analysis!

both homogeneous
neutrino detectors
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Neutrino event
classifier using 2D
pI'OjGCtiOIl imageS Neutrino ID Network

Fully Connected Layer: 4096 nodes

FuIIyComoch'L‘Y"'mm' , MicrOBOONE

“Siamese Tower”

arxiv:1611.0 1

Feature abstraction u | = Neutring
(spatial contraction) ' N——
per plane first : then o8 Gt B At ‘:’ L Simulation + Data Overlay
concatenate feature Tt il

7x7 Conv, stride 2, pad 3 . 0.27 0.4 0.6 0.8

mapS Neutrino Classification Score



https://arxiv.org/abs/1604.01444
https://arxiv.org/abs/1604.01444
https://arxiv.org/abs/1604.01444
https://arxiv.org/abs/1611.05531

CNN for Object Detection

Object Detection Network
Faster-RCNN

Two sub-network to piggy-
back the core classification

network. Regressed to learn [ e / \*
a bounding box with an o \ /
object label
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CNN for Object Detection

State-of-the-Art Accuracy (2016 ILSVRC)
Faster-RCNN + (Inception-ResNet-v2, ResNet)

Use Faster-RCNN ensembles with core network

architecture ResNet and Inception-ResNet-v2, google’s
latest inception architecture for image classification
(slightly better than Inception-v4)

tlkite: %9 %

perso

person 98%

rson 99%
‘ Brson 99%

uuuuuuuuu . Michacl Miley

& - e 5 . sy e san T _—— “ < '_ l'f-‘_"'_ - Sy, ‘,:v,l‘_(-.:“_‘ B % a5 -
i e il T o AT — o T ; o S, *‘-‘_. '.‘-"", NS RO arRe an  we
I
* €5
1 ' B3, “person: AR am
it
’J’



CNN for Object Detection

State-of-the-Art Speed
Yolo-v2

Reaches > 60 FPS processing (faster than our eyes!),
author deep involved in light hardware applications
(Tiny YOLO for smartphones, tablets)

Model Train  Test mAP FLOPS FPS
0ld YOLO VOC2007+2012 2007 634 40.19Bn 45
SSD300 VOC2007+2012 2007 743 - 46
SSD500 VOC 200742012 2007 7638 -
(YoLov2 VOC2007+2012 2007 768 34.90Bn

YOLOv2 544x544 VOC 2007+2012 2007 786 59.68 Bn
(Tiny YOLO VOC 2007+2012 2007 571 6.97Bn

SSD300 COCO trainval test-dev 412 - 46
SSDS00 COCO trainval test-dev 46.5 - 19
YOLOv2 608x608 COCO trainval test-dev 48.1 6294Bn 40
Tiny YOLO COCO trainval - - 7.07Bn 200




CNN for Object Detection

Event vertex detection

Trained a network to find neutrino interaction vertex

 Training sample uses simulated neutrino + cosmic data image
- Supervised training using =101,000 collection plane images (1-plane)

arxiv:1611.0 1
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Yellow: “correct”
bounding box

Red: by the network

Network Output

- MicroBooNE | - 2.6m (width) x 1 m (height)
Simulation + Data Overlay -



https://arxiv.org/abs/1604.01444
https://arxiv.org/abs/1611.05531

CNN for Semantic Segmentation (SSNet)
s 1t different from Image Classification?
age Classification




CNN for Semantic Segmentation (SSNet)

Pioneer: Fully-Convolutional-Network (FCN)
- Followed by: DeconvNet, DeepLab, CRF-RNN, SegNet, ...

Image FCN-8 DeepLab CRF-RNN Label




CNN for Semantic Segmentation (SSNet)
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CNN for Instance Semantic Segmentation (ISSNet)

State-of-the-Art Accuracy (2016 ILSVRC)
Translation-Agnostic Fully Convolutional Network

Combine Rol pooling on FCN

feature maps to identify instances.
Surpass performance of others that =
goes from an instance bounding box U.-v

to pixel segmentation
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Outline

1. Introduction: nairve words on how CNN works
2. Image analysis applications

3. Summary



My (very short) List of Papers to Highlight

Drop-out (link) ... 2012
Breakthrough technique to avoid over-fitting used in AlexNet

AlexNet (link) ... 2012

Legendary debut of CNN, first implementation on GPU, huge accuracy boost since last year

GoogleNet (link) ... 2014 ResNet (link) ... 2015

First introduction of inception module First introduction of residual learning
Batch-Norm. (link) ... 2015 Faster-RCNN (link) ... 2015

Minimize dependency on initial weights Real-time object detection actively used to date

DC-GAN (link) ... 2015

Unsupervised learning using generative adversarial architecture

FCN (link) ... 2016



https://arxiv.org/pdf/1207.0580.pdf
https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf
https://arxiv.org/abs/1409.4842
https://arxiv.org/abs/1502.03167
https://arxiv.org/abs/1512.03385
https://arxiv.org/pdf/1511.06434.pdf
https://arxiv.org/abs/1506.01497
https://arxiv.org/abs/1605.06409
https://arxiv.org/abs/1605.06211
https://arxiv.org/abs/1602.07261
https://arxiv.org/abs/1605.07146
https://arxiv.org/abs/1611.10080

DeepLearning Softwares
Many open-source options

’g; net for Deep Learning C affe S ZOONY
: ) K 54
P Y T b R C H h e a n ] Tensor "

... + many experiment-based software interfaces

MicroBooNE has a few, too, and happy to share

» Threaded fast 10 to utilize GPU (usually 100%)
- Direct DL software 10 interface in C++/CUDA
- Fast numpy C-API for Python interface 10

» Various image making algorithms
- 2D image classification, detection, segmentation training
- 2D/3D Key-point feature masking
- 3D volume data for 3D CNN feature learning

e Various image processing algorithms

« Qt-based 2D/3D data visualizer Feel free to contact us
29 if you are interested in



Wrap-Up

CNN is a limited version of fully-connected NN

- As a result, it becomes trainable to full detail data set
- Allows translational-invariant feature learning
- Suited for signal search in a homogeneous detector

CNN has a wide applications in image analysis

- Image classification, object detection, pixel labeling
- ... and more not mentioned in this talk (3D, GAN, etc.)
-Thanks to a flexible, modular design of CNN architecture
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SSNet UB Analysis

U-Net + ResNet module design

* Developed for bio-medical research

- ... to mask pixels of living cells (for automatized image analysis)
- Designed for better spatial accuracy to get cells’ boundary correct

» Use ResNet architecture for convolution layers

“U” shape if formed .
by concatenating Segmented pixels of

living cells (yellow
ﬁ I %
feature maps boarder is truth label)

arXiv:1505.04597



https://arxiv.org/pdf/1505.04597.pdf

SSNet UB Analysis

Input Tensor Output Tensor

512x 512x 1 512x 512x 3

7x7 Convolution 7x7 Convolution

Concatenate

512 X 512 X 64 512 x 512 X (64 + 64)
2x ResNet Module 2x ResNet Module || 256 x 256 x 64

Concatenate

256 x 256 x 64 |—P| 256 x 256 x (64 + 64)

2x ResNet Module 2x ResNet Module [

Concatenate

———————>| 128 x 128 x (128 + 128)
2x ResNet Module 2x ResNet Module [| 64 x 64 x 256

Concatenate

64 x 64 x 256 |————P| 64x64x(256 + 256)

2x ResNet Module 2x ResNet Module [
v

Concatenate

[ezense |———— e o
x ResNet Module P> 16x 16 1024 > Unpool




Training SSNet

“Weight” Image
(for training)

“Pixel Weight” for training

* Assign pixel-wise “weight” to : /_/
penalize mistakes "
» Weights inversely proportional to / |
each type of pixel count y MicroBooNE
» Useful for LArTPC images ( low . Sggnh‘r‘;?ﬂ;’r‘;

information density)

10 cm 10 cm

10 cm
10 cm

MicroBooNE MicroBooNE
Simulation ' Simulation

Preliminary Preliminary




